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We study the dissipation in a system consisting of a small metallic island coupled to a gate electrode and to
a massive reservoir via single tunneling junction. The dissipation of energy is caused by a slowly oscillating
gate voltage. We compute it in the regimes of weak and strong Coulomb blockade. We focus on the regime of
not very low temperatures when electron coherence can be neglected but quantum fluctuations of charge are
strong due to Coulomb interaction. The answers assume a particularly transparent form while expressed in
terms of specially chosen physical observables. We discovered that the dissipation rate is given by a universal

expression in both limiting cases.
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I. INTRODUCTION

The phenomenon of Coulomb blockade has become an
excellent tool for observation of interaction effects in single-
electron devices. Theoretical means for its exploration are
well developed and versatile.!"® The simplest mesoscopic
system displaying Coulomb blockade is a single-electron box
(SEB). The properties of such a system are essentially af-
fected by electron coherence and interaction. Our work is
motivated by a considerable recent theoretical and experi-
mental interest in the relation between dissipation and resis-
tance of this device in various parametric regimes.’”~!2

The setup is as follows (see Fig. 1). Metallic island is
coupled to an equilibrium electron reservoir via tunneling
junction. The island is also coupled capacitively to the gate
electrode. The potential of the island is controlled by the
voltage U, of the gate electrode. The physics of the system is
governed by several energy scales: the Thouless energy of an
island Ety, the charging energy E,, and the mean level spac-
ing 6. Throughout the paper the Thouless energy is consid-
ered to be the largest scale in the problem. This allows us to
treat the metallic island as a zero-dimensional object with
vanishing internal resistance. The dimensionless conductance
of a tunneling junction g is an additional control parameter.

Initially, the main quantity of interest in a Coulomb block-
aded SEB was its effective capacitance dQ/dU,, where Q is
the average charge of a island.!3"'® Paper” however sparked
both theoretical and experimental attention to the dynamic
response functions of such a setup.®121%20 It is worthwhile
to mention that the system does not allow for conductance
measurements since there is no dc transport. This way an
essential dynamic characteristic becomes the setup admit-
tance, which is a current response to an ac gate voltage
U ()=Uy+U, cos wt. As it is well known, the real part of
admittance determines energy dissipation in an electric cir-
cuit. Classically, the average energy-dissipation rate of a
single-electron box is given as follows:

W,=’CRIU,P, R=

-, how<gE, (1)
eg

where C, denotes the gate capacitance, e the electron charge,
and h=2mh the Planck constant. Expression (1) presents us
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with a natural way of extracting the resistance of a system
from its dissipation power. The resistance of a classical sys-
tem is thus fully determined by the tunneling conductance of
the contact via Kirchhoff’s law, R=h/(e’g). The question
one asks is how quantum effects such as electron coherence
and interaction change this result? One expects that correct
quantum dissipation is going to give generalized quantum
resistance. The obvious stumbling block one foresees is that
only combination of two observables: Cf,R can be extracted
from the dissipation power rather than just R. For the case of
fully coherent SEB this key difficulty was resolved in Ref. 7.
It was shown that the energy-dissipation rate YV, can be
factorized in accordance with its classical appearance Eq. (1)
but the definition of physical quantities comprising it be-
comes different. Geometrical capacitance C, should be sub-
stituted by a new observable mesoscopic capacitance C,,.
This leads to the establishment of another observable charge
relaxation resistance R, such that R— R, in Eq. (1). Charge
relaxation resistance of a coherent system differs drastically
from its classical counterpart. In particular, as shown by Biit-
tiker et al.,’ the charge relaxation resistance of a single-
channel junction does not depend on its transmission. The
admittance in the quasistatic regime was investigated in the
recent experiment by Gabelli e al.'' The measurements were
performed at low temperatures 7< § when the system could
be regarded as coherent. The question that has remained un-
attended by the theory is what happens to dissipation and
resistance at transient temperatures when thermal fluctua-
tions smear out electron coherence but electron-electron in-
teraction is strong? The recent experiment by Persson et al.'?

— T4

Up+U,coswt

FIG. 1. Measurement of resistance R,. The SEB is subjected to
a constant gate voltage U, The dissipative current through the tun-
neling contact is caused by a weak ac voltage U(r).
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FIG. 2. Measurement of conductance. The SET is subjected to a
constant gate voltage U, and constant bias U.

explored the energy-dissipation rate at these transient tem-
peratures.

Motivated by the experiment!? we address the same ques-
tion from the theoretical point of view. We study the energy-
dissipation rate of a single-electron box in the so-called “in-
teractions without coherence” regime. It corresponds to the
following hierarchy of energy scales: Ep,=E.>T
>max{&,g6}. This temperature regime is such that keeps
electrons strongly correlated (T<<E,), yet allows to discard
electron coherence (7>max{J,gd}).2"*> We compute the
energy-dissipation rate and the SEB admittance in the limits
of large (g>1) and small (g<<1) dimensionless tunneling
conductance of the junction.

We consider a multichannel junction but the conductance
of each channel is assumed to be small g, <<1. Then, the
physics of the system is most adequately described in the
framework of Ambegaokar-Eckern-Schon (AES) effective
action.”® Our results lead to the generalization of classical
result (1). We found that at w—0 the average energy-
dissipation rate can be factorized in both g>1 and g<<1
limits as

W, =’ CUTIR(T)|U,P. R,(T)= ()

g’ (1)’
in complete analogy with classical expression (1). Here,
Rq(T) and C,(7) are identified as charge relaxation resistance
and renormalized gate capacitance, respectively. It is worth-
while to mention that the physical observables g’(T) and
C,(T) are defined universally for any value of dimensionless
conductance g. It allows us to suggest that Eq. (2) remains
valid for arbitrary value of g.

In order to explain physics behind quantities g'(7) and
Cg(T), it is useful to consider a single-electron transistor
(SET) rather than SEB (see Fig. 2). In the absence of dc
voltage between left and right reservoirs a SET represents
essentially a SEB except different definition of the parameter
g. Then, g'(T) is the very quantity that determines the SET
conductance. The renormalized gate capacitance Cg(T) is
very different from the effective capacitance dQ/dU,. In fact,
C,(T)=dq'(T)/ dU,, where q'(T) is the physical observable
introduced recently in Ref. 24 to describe the #-angle renor-
malization in the Coulomb blockade problem. The quantity
q' is determined not only by the average charge Q but also
by the antisymmetrized (so-called, quantum) current noise in
a SET.

The paper is organized as follows. Section II is used to
introduce AES model. Sections III and IV are devoted to
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dissipation in the weak- (g> 1) and strong-coupling (g<<1)
regimes. Section V is devoted to discussion.

II. FORMALISM
A. Hamiltonian

A single-electron box is described by the Hamiltonian
H=H,+H.+H, (3)

where H, describes free electrons in the lead and the island,
H, describes Coulomb interaction of carriers in the island,
and H, describes the tunneling,

Hy=> eWala + > 69 d,. (4)
k a

Here, operators az (dL) create a carrier in the lead (island),

H,= ) tyaaid, +He. (5)
k,a

The charging Hamiltonian of electrons in the box is taken in
the capacitive form

chEc(ﬁd_q)z' (6)

Here, E.=¢?/(2C) denotes the charging energy and g
=C,U,/e the gate charge. 7i; is an operator of a particle
number in the island,

Ag= >, did,. (7)
[e3
It is convenient to introduce Hermitian matrices

S = QM 8(e®) 8NP 1 8e) L, (8)

Zow = QM L(D) 8N £ 8 i, (9)
k

the first of them acting in the Hilbert space of the states of
the lead and the second in the space of the islands states. The
energies £, e@ are accounted for with respect to the Fermi
level and the delta functions should be smoothed on the scale
OF such that 0<SE<T.

The eigenstates of g (§) describe the “channel states” in
the lead (island) while the transmittances of the correspond-
ing channels 7, are related to the eigenvalues g,. Note that,
in general, the rank of the matrix ¢ differs from that of the

matrix § so that the numbers of eigenvalues are also differ-
ent. This difference is, however, irrelevant since it stems
from the “closed channels” with g,~0, i.e., the states
strongly localized either within the lead or within the island.
The effective “channel conductance” g., and the effective
number of open channels N, can be defined as>

tr(g?) (ir §)°
8ch = A ch = AN (10)
trg tr(g°)

In general case the effective action can be written as a sum of
terms, proportional to tr(g), over all integer k (see Ref. 25).
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The problem is considerably simplified in the tunnel case,
when

gen < 1. (11)

In the present paper we assume this condition to be satisfied.
Then all terms with k> 1 can be neglected, compared to the
leading term with k=1 and the standard form of the AES
action can be easily reproduced. In particular, the classical
dimensionless conductance of the junction is expressed as

g:tr§=tr§=gcthh. (]2)

Note, that under the condition (11) g still can be large, if the
number of channels Ny, > 1 is sufficiently large.

Throughout the paper we keep the units such that i=e
=1, except for the final results.

B. Conductance and dissipation

To study the electric properties of a system we compute
energy dissipation caused by slow oscillations of external
gate voltage U,(t)=Uy+U,, cos wt.

The average energy-dissipation rate can be found by fol-

lowing the standard scheme:?°

dE O6H \dU
W,=—=\—-)—=~ 13
Cdr <5Ug> dt (13)

Here, E is the energy of the system, H is given by Eq. (3) and
angular brackets denote full quantum statistical average.
Since

SH C c?
— ) == 2Dd'd Y+ LU, 14
<5Ug> c%<““> c ¢ (14)

the energy dissipation is determined by a response of the
electron density in the island to the time-dependent gate volt-
age Ug(t). Therefore, it can be found via Callen-Welton
fluctuation-dissipation theorem?’

2

W, =50 Im [I¥o)|U,P. (15)

2C

Here, I1%(w) is the retarded electron polarization operator,

1R (0) = iO(D)([7i4(1),3,0)]), Ag= > d'd,  (16)

with ©(zr) denoting Heaviside step function.

We are interested in the quasistatic regime w— 0. Then,
as it will be proven below, the polarization operator I1%(w) is
possible to expand in regular series in w,

R (w) = 7y(T) + i (T) + O(w?), (17)

where both 7(T) and 7,(T) are real functions of tempera-
ture and other SEB parameters. Then the energy-dissipation
rate is solely determined by the linear coefficient 7r,(7) and
acquires Ohmic form

2

»’ C
Ww=?A(T)|Uw ’ A(T)=E§7T1(T). (18)

The SEB admittance g(w) which is the linear reponse of
an ac current I, to ac gate voltage U,: G(w)=1,/U,, is re-
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lated to the polarization operator (see Appendix B)
G(w) =—ioC[1+IT*(w)/C]. (19)

As expected, the energy-dissipation rate is proportional to
the real part of the admittance, YW, ~Re G(w). The static part
of the polarization operator I1%(w) is determined by the ef-
fective capacitance dQ/dU, as

mo(T) = ——-C, (20)

where Q=(ii;) denotes the average charge on the island. We
mention that Eq. (20) is analogous to the well-known Ward
identity which relates static polarization operator and
compressibility.”® Using Eqgs. (17)—(20), we can establish the
following result:

——iwg £ w2 w3
G(w) = §U0+CgA(T) +O(w”) (21)

which is a quantum generalization of the classical relation
G(w) =-iwC,+ C,CRw* + O(w’). (22)

Therefore, both the admittance and the energy-dissipation
rate are determined by the polarization operator IT%(w)
which involves one unknown function 7r,(7T) in the quasi-
static regime.

C. AES model

The condition (11) validates the use of AES effective
action”? which describes the physics of the setup in terms of
a single-quantum phase ¢(7) fluctuating in Matsubara time 7

SAES=Sd+Sg+SC' (23)

Here, S, is the dissipative part of the action in the standard
form

B
S;=- iJ a(le)ei‘P(TI)_i‘P(TZ)dTIdTZ,
0

2
al(n) = + =- ZE |w,|e™ 7, (24)
sin® Tt T,
where B=1/T, T,=7—7T, w,=27Tn, and g is defined by
Eq. (12) and stands for the dimensionless (in units e?/h)
conductance of the tunnel junction. The term S, represents a
coupling with the gate voltage U,

B
Sg=—quo ¢dT=-2mqWi. (25)

Here, integer W is the winding number of a field ¢(7) which
appears through the constraint

@(B) - ¢(0) =27W. (26)

Nonzero value of S, appears for topologically nontrivial field
configurations only. The charging part of the action is as
follows:
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B
S.=— f @*dr. (27)

Physically, time derivative of the phase variable ¢ describes
voltage fluctuations in a SEB. We emphasize that AES action
is valid for any value of g. We work in the regime 7<E..
Charging term S, is thus always small providing a natural
ultraviolet cutoff in the theory, A=gE..

Our aim is to compute the polarization operator Eq. (16)
which, according to Egs. (18) and (19), determines the en-
ergy dissipation and admittance. Therefore, we need to ex-
press initial observables cast in terms of fermionic operators
through correlators of bosonic field ¢(7). This is done in
Appendix A by employing Keldysh formalism. The polariza-
tion operator IT¥(w) then can be obtained by analytical con-
tinuation iw,— w+i0 of the following phase correlator in
Matsubara basis:

[1(7) = = CXT,¢(7)$(0)). (28)

Here 7, denotes time ordering. So far we made no assump-
tions about the value of g. The AES model is however im-
possible to tackle for arbitrary gs due to highly nonlinear
form of the dissipative term. In the next chapter of the paper
we restrict our attention to the case of large dimensionless
conductance g> 1; the quantity 1/g then becomes an expan-
sion parameter of perturbation theory.

III. WEAK-COUPLING REGIME, g>1
A. Perturbation theory

To expand the polarization operator I1(iw,) in powers of
1/g it is convenient to use the Matsubara frequency repre-
sentation,

(=2 g, o= e (29)

Then, the quadratic part of AES action assumes the form

2712T
$a=gZ [ne 2

n>0

)lcpnP. (30)
It determines the propagator of the ¢ field as

l 5}’}’!,—7! (3 1 )
g|n|+ 27 Tn?/(gE,)

< (pn ¢i71> =

Evaluation of the polarization operator at the tree level yields

27w,

M(iw,)
c

+O(w)). (32)

Performing standard one-loop calculations one finds

2 E y+1
gln%)w)(aﬁ). (33)

M(iw,) 27r|wn|<l

o g
With the help of the renormalization-group analysis this re-
sult can be written as®
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(iw,) 27w, )
=- +O(w;,). 34
&m0l (4
Here, g(7) is given by
E y+1
T 21 35
sm=g-2m8 5 (5)

with y=0.577 being Euler’s constant. Equation (35) de-
scribes the well-known one-loop temperature renormaliza-

tion of the coupling constant.’®

B. Instantons

So far the phenomenon of Coulomb blockade, i.e., depen-
dence on ¢, is completely absent in all our expressions for
polarization operator. To catch it we have to take into ac-
count instanton solutions of AES action.?!*2 Korshunov’s in-
stantons read

) ) 1wl eZWiTT_ % sgn W
etew(rlad) = 1_[1 Tezmﬂ . (36)
a= a

Here, z, is a set of arbitrary complex numbers. Positive val-
ues of winding numbers W are assigned to instantons with
|z,| <1 and negative ones to anti-instantons with |z,|>1. On
the classical solutions (36) the dissipative S; and topological
S, part of AES action becomes

8 .
Sdewl+Slewl =W - 2mWqi. (37)
It is finite and independent of z,,s. These parameters are zero
modes. The charging term though does depend on them,

T 1+2.2

(38)
Ec a,b 1- Zalp

S [‘PW]

Thus z,s can only be viewed as approximate zero modes and
the instanton configurations with |z,]— 1 are supressed.

As it is clear from Eq. (37) every instanton brings a small
factor e#? to any observable we want to compute. In what
follows, we restrict ourselves to one-instanton (W= * 1) con-
tribution only.

C. Instanton correction to the polarization operator

To get the instanton contribution to the polarization op-
erator we need to compute one-instanton correction to the
correlator (7 ¢(7)¢(0)). Up to the one-instanton contribu-
tions we find

2<¢¢>§,§’3<1 s v >+ > (@) =T+11,

W==x1 ZO W==1

(iw,)
e
(39)

where (¢¢),, =[§{¢(7)¢(0))exp(iw,)dT and

Zy= f Do exp[— SAES]v
w
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@) =~ | Dep(neOexpl-Sesl.  (40)
ZoJw

Here, the subscript W at the integral sign means that func-
tional integration is performed over phase configurations
obeying the boundary condition Eq. (26). The first term I in
Eq. (39) represents the renormalization of the partition func-
tion due to instantons. The second term II is the contribution
of the instanton solutions ¢ into the correlation function
itself. The renormalized partition function reads'®-18:2%-33

Z ’E. E.
W o8 e e e s 27g. (41)
w==1 20 7 T

The contribution II consists of two terms

M= 2 (¢e)))= 3 (ewgwl + 2 (¢wdew)ly
Ww==1 W==*1 W==*1

(42)

where the first term is a correlator of classical field configu-
rations Eq. (36) averaged over zero modes z, and the second
term comes from fluctuations of phase ¢ around the classical
solution ¢y. As shown in Appendix B the latter term in Eq.
(42) cancels the correction coming from the partition func-
tion Eq. (41). Therefore,

G
——(l(;")=<¢ YOur 2 (ewewy- (43)
C W=+x1

The first term in the rhs of Eq. (43) has been evaluated in
Sec. III A. As it always happens in instanton physics,>* the
derivative ¢y(7) coincides with a zero mode of the fluctua-
tion dpw(7). It is worthwhile to mention that only zero
modes of fluctuations around instanton solution contribute to
the nonperturbative renormalization of the polarization op-
erator. The corresponding contribution is as follows (see Ap-
pendix C for details):

o E, o)
> (ewew),) = 482Ec(ln7 - E)e ¢2 cos 2mg
W==*1

+ O(wi . (44)
From Egs. (34) and (44) we obtain

H(iw,,) 2g
¢t C

E.
e ln7cos 27q - 27w,

1
(T) —Dge 812 cos 2mrg | + O(w ),
(45)

where constant D=(7?/3)exp(-y—-1).
The average charge on the island can be expressed via the
partition function as
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T dln Z

L L
Q=a 0

(46)

Using Eq. (41) we find the following temperature and gate-
voltage dependence of the average charge in the one-
instanton approximation:

2
E.
QO=q- g—e_g/2 ln?sm 2mq. (47)

Performing standard analytic continuation in Eq. (45), we
obtain the retarded polarization operator I1%(w) in the form
of Eq. (17) with ay(T) satisfying Eq. (20) and

m(T) =27C?| — = Dge 812 cos 2mq |. (48)

1
g(D)
Finally, the average energy-dissipation rate will be given by
Eq. (18) with function
2

_Cg.[l

8(7)
In deriving this result we changed g to g(7) in the factor in
front of the exponent in the rhs of Eq. (48). It is allowed by
the accuracy we are working within. Result (49) asks for an
interpretation. As expected, Coulomb blockade manifests it-
self as a periodic dependence of dissipation A(T) on gate
charge g. If we ascribe this dependence to the quantum re-
sistance only, i.e., we write A(T)= C2R T) with R,(T) fol-
lowing from Eq. (49) we face a paradox It is beheved that
Coulomb blockade should suppress the tunneling of elec-
trons between the island and the lead stronger for integer
values of ¢ than for the half-integer ones. Therefore, it would
be natural to expect that R (7) is smaller at a half-integer
value of ¢ than at an integer one. The discussion above sug-
gests that we have to conceive some kind of temperature
renormalization of the gate capacitance C,.

A(T) = Dg*(1)e 4172 cos 2rq]. (49)

D. Physical observables and gate-capacitance renormalization

As shown in Ref. 24, the proper physical observables for
the Coulomb blockade problem are

R
g'(T) =47 Im K (@) ,
w=0
R
¢ (N=0+re T (50)
w w=0

where the average charge Q is given by Eq. (46), the retarded
correlation function K®(w) is obtained from the Matsubara
correlator

K(ry) == almp)(eletr-e(w) (51)
by standard analytic continuation. The physical observables
g'(T) and ¢q'(T) describe a response of the system to a

change in the boundary condition Eq. (26). One-instanton
contribution to the physical observables g’ and ¢’ reveals
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Eecn (TL, Q)

FIG. 3. (Color online) Charging energy E.,=FE.(n—g)*> as a
function of gate charge g.

their periodic dependence on the external charge g as**3¢
g'(T)=g(T)[1 - Dg(T)e™8" cos 2mq],
' D 5y s
q9' (1) =q- PP (T)e "' sin 27rq. (52)
T

Some remarks on the physical meaning of these quantities
are in order here. In the perturbative regime g’(7) coincides
with the renormalized coupling constant g(7) while ¢'(7)
does not undergo any renormalization and coincides with the
external charge, ¢'(T)=¢q. Thus, roughly speaking, we can
think of them as the physical observables corresponding to
the action parameters g and g. The physics behind quantities
Eq. (50) becomes even more pronounced if we turn from a
SEB to a single-electron transistor (see Fig. 2). In the ab-
sence of dc voltage between left and right leads, a SET is
described by the very same AES action Egs. (23)—(27) in
which the bare coupling constant g=g;+g,. Here, g, denotes
the dimensionless conductances of the left/right tunneling
junction. The quantity g’(7) then coincides with the SET
conductance?-3> up to a temperature-independent factor

2
G(T) = =287 o1 (7). (53)

h (gl+gr)

Expression for ¢'(T) is possible to write in terms of antisym-
metrized electron current-current correlator?*3¢

L .(gz+gr)zif° s
¢'(0= Q=i 5% | 70000y (59

where V. denotes the dc voltage between the left and the

right leads and i(t):dﬁd(t)/ dt the current operator for the
SET.

For reasons to be explained shortly, it is natural to define
the renormalized gate capacitance

94'(D

C,(T)=
(1) U,

(55)

According to Eq. (50), the quantity C,(7) is different from
the effective capacitance dQ/dU, which has been considered
in the literature so far. On the perturbative level C,(T) coin-
cides with Cy only instanton effects make it temperature and
gate-voltage dependent,
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D
C,(T)=C, 1—5g2(T)e-g<T>/2 cos2mg|.  (56)

Now, as usual, we plug in the bare capacitance C, expressed
via C,(7) into Eq. (49). We see that instanton corrections
cancel each other and the result (49) for the function A
which determines the energy-dissipation rate becomes

2
A(T) = ZLCEQ (57)
8(T)
With the same level accuracy we can substitute g’(7) for
g(T) and obtain finally the following expressions for the
energy-dissipation rate and the admittance in the quasistatic
regime:

Lo 2 __ "
Ww - 2('0 Cg(T)Rq(T)|U¢u ) Rq(T) - ezg,(T) B (58)
90 C
G(w)=- lw5_Uo + Eg ;(T)Rq(T)wZ, (59)

Several remarks are in order here. The results (58) and
(59) are valid in the weak-coupling regime, g’(T)>1, in
which the quantities dQ/dU, g'(T), and C,(T) are given by
Egs. (47), (52), and (56), respectively. Relations (58) and
(59) fully describe the quasistatic dynamics of SEB. The
energy-dissipation rate factorizes into the product of well-
defined physical observables in complete analogy with clas-
sical expression (1). The admittance behavior is different
from what we were expecting to get. Indeed, its imaginary
and real components involve two different capacitances: ef-
fective capacitance dQ/dU, and renormalized gate capaci-
tance C,(T). Moreover, the temperature-independent factor
C/C, survives in the real part of G(w).

IV. STRONG-COUPLING REGIME, g<1

As follows from Eq. (50), the physical observables g'(T)
and ¢’ (T) are defined for arbitrary values of g. Therefore, it
is of great interest to compute energy-dissipation rate and the
SEB admittance in the opposite regime, of small dimension-
less tunneling conductance g<<1. The question we ask is
whether the results (58) and (59) with the proper C,(7) and
R,(T) hold? We mention that the case g<<I is a strong-
coupling regime from the field-theoretical point of view. In
what follows, we compute energy-dissipation rate by means
of two different approaches. The first one is a refined field-
theoretical method centered around Matveev’s projective
Hamiltonian.'*> The second one is more straightforward ap-
proach of rate equations on which the “orthodox theory” of
Coulomb blockade was based.>” We demonstrate how these
two approaches beautifully complement each other.

A. Preliminaries

We center our effort around the most interesting case; the
vicinity of a degeneracy point, g=k+1/2, where k is an in-
teger (see Fig. 3). Following Ref. 13, the Hamiltonian
(3)—(6) can be simplified by truncating the Hilbert space of
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electrons on the island to two charging states: with Q=k and
QO=k+1. The projected Hamiltonian then takes a form of 2
X 2 matrix acting in the space of these two charging states.
Denoting the deviation of the external charge from the de-
generacy point by A: g=k+1/2—A/(2E,) we write the pro-
jected hamiltonian as'3

H—H+H+AS+A—2+é (60)
0T TR 4R, T 4

c

where H, is given by Eq. (4) and

H,= > t,aid,S*+H.. (61)
k,a

Here, S$%,5*=S*+i$” are ordinary (iso)spin-1/2 operators.
The presence of small ac component in the gate voltage
changes the parameter A according to A—A
—(eC,/C)U,, cos wt. This time the response of the system to
ac gate voltage is determined by the isospin correlation func-
tion Hf(a)) (see Appendix A) which Matsubara counterpart
is given by

I1(7) =(T;5(7)$%(0)). (62)

The energy-dissipation rate and SEB admittance can be ex-
pressed as follows:

2

C
W,=""wln %(w)|U,

2
2C ’

Glw)=- iw%nf(w). (63)

Therefore, we need to proceed with the computation of
I,(7).

To deal with spin operators it is convenient to use Abri-
kosov’s pseudofermion technique.®® We introduce two-
component pseudofermion operators 1,02 and ¢, such that

S'= YuSuptp- (64)
Pseudofermions bring in the redundant unphysical states
when 2, ¢,> 1. To exclude these states one adds an addi-
tional chemical potential 7 to the Hamiltonian. It is neces-
sary to set 7— — at the end of any calculation. The physical

partition function Z and correlators (O) can be found from
the pseudofermionic ones as

J
Z=lim ——Z,
7,_>_oc0eﬁ77 pf

(O)= 1im { O+ 22 10) (65)

= lim o+ ——— (.
7= T2 gePn

The elegance of pseudofermion technique lies in the fact that

diagrams with pseudofermion loops vanish when one sets

n— =%,

Next, we plug representation [Eq. (64)] into Hamiltonian
(60), switch to Matsubara basis and integrate out electrons in
the lead and the island. Done in the parametric regime Eq.
(11) this leads to the following effective action:
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s N = il
o iwn — & 4m
FIG. 4. Feynman rules for pseudofermion action;
gu':_ n+ 0'2_A
B oA g B
S=| drylo,+ -qle+= | dndna(m,)
0 2 4 0
_ _ BA’  BE,
X[n)o e r) [ m)ol(m)]+ =+ == (66)

Here, o; stand for Pauli matrices and 0. =(0,*i0,)/2. Ac-
tion similar to Eq. (66) has been first analyzed by Larkin and
Melnikov in Ref. 39. In modern terminology, Eq. (66) corre-
sponds to the XY case of the Bose-Kondo model for the spin
1/2.49-42 Effective action [Eq. (66)] is very suitable for our
purpose since it is coupling constant g<<1 justifying pertur-
bative expansion.

First, we establish the relation between pseudofermion
and physical partition function. From Eq. (65), we find

Z= lln(l) pre_ﬁn E GO-(T)|T~>()_ (67)
/e o

Here, we denoted G, (7)=—(T.,(71,(0)) the exact pseudo-
fermion Green’s function. The Feynman rules for action [Eq.
(66)] are shown in Fig. 4. In the zeroth order in g, we obtain

A
G,lie,) = , Z=ZCosh'87, Zy=1, (68)

ie,— &,
where g,=7T(2n+1) and &é,=-7n+0cA/2. Spin-spin correla-
tion function Eq. (62) written in terms of pseudofermions
becomes

1L (1) = j—‘<Tf[e7f(T)0*"¢(T)][¢7r(0)01¢(0)]>, (69)

where the average is taken with respect to action [Eq. (66)].
The physical correlation function is obtained from II; ,(iw),)
according to Eq. (65).

B. Spin-spin correlaion function Hf’pf(m). First order in g.

We start by calculating the polarization operator Eq. (69)
in the lowest possible order of perturbation theory. It hap-
pened that the first nontrivial contribution to I1; ,«(iw,) came
from the first-order perturbation theory. The relevant Feyn-
man diagrams are depicted in Fig. 5.

The computation of Il (iw,) is rather straightforward
and is presented in the Appendix D. The result is

FR(i FR(=i A
Hs,pf(iwn)zﬁ ) + i) g o PR (70)

(i0,)? 2

where FR(w) is a regular in the upper half plane of w func-
tion

035332-7



RODIONOYV, BURMISTROV, AND IOSELEVICH

e+w+Q

e+ Q

FIG. 5. Feynman diagrams defining the polarization operator in
the lowest order.

)= S {(m aww(“” "A> -Ayf(@)].

P 27Ti 2@T

(71)

Here, i/(x) denotes the Euler digamma function. The analyti-
cal continuation should be made with some care. We want to
recover the retarded polarization operator Hf(w) which is
regular in the upper half plane of w. Since ¢(x) has poles at
x,=—n with natural n, the operator Eq. (70) has poles in both
halves of a complex plane. We get rid of superfluous ones
with the help of identity

W(z) — (1 — z) =— 7 cot 7z (72)

Using a well-known relation for real x
) 1
Im (ix) = — + —coth 7x (73)
2x 2

together with Egs. (65) and (68), we arrive at the following
expression for the imaginary part of the polarization opera-
tor:

R g | A A-ow
Im I1(0) = 8:{;0_2 7on =
1 A A-ocw A
+ —| 2 coth— — 2 coth tanh—.
w by 2T 2T

(74)

Expression (74) has a striking feature. It is divergent in the
limit w— 0. Indeed,

g _pBA
477w sinh BA°

Im Hf(w) = w— 0. (75)

The explanation is as follows. In essence the correlator Eq.
(62) describes the noise of a fluctuating charge inside a me-
tallic island. It was computed firstly in Ref. 43. The author of
Ref. 43 however obtained a different (regular at w—0) ex-
pression. He used a special type of analytical continuation
which yields a symmetric noise {({i,(¢),7,(0)}). We, on the
other hand, are interested in its antisymmetric counterpart
which is the response function Eq. (16). It is exactly this
retarded antisymmetric function which is obtained via stan-
dard analytical continuation procedure.

PHYSICAL REVIEW B 80, 035332 (2009)

The unphysical divergency Eq. (75) comes from the non-
trivial and essentially nonperturbative infrared structure of a
polarization operator I1%(w). In what follows we prove that
the partial summation of some infinite classes of diagrams
resolves this singularity yielding the result:

gw
Im Hf(w) ~5

3 (76)
7"+ w

where z~gA at T=0. As seen from Eq. (76) the limits
w—0 and g—0 do not commute which explains how the
artificial divergency in Eq. (75) arises. Now we proceed with
a more accurate computation of the correlator Hf(a)).

C. One-loop structure of the pseudofermion theory

Throughout all our computation we will need some
knowledge of the one-loop logarithmic structure of the
pseudofermion theory. The bare Green’s function is modified
by the self-energy

G lie,) 1
ig)=T"—"F"""""=.
7 &, = grr - 2o'(lgn)
The leading logarithmic approximation corresponds to one-
loop renormalization. As it is known,*® one extracts self-
energy 3,(ie,) from a self-consistent Dyson equation

(77)

S, (ig,) =— ﬁTE |0n|G_olie, +iw,).  (78)

Here, we introduce w,,=27Tm. The vital observation®>#!42

is that the action [Eq. (66)] can be renormalized with only
one scaling parameter Z. Performing standard analytic con-
tinuation, we find36-%
Z(\
Gi(e) = _#
&— fo’ * ig_ro—(g)

-12 E
z(x)=<1+i>\) . A=ln———
27 max{T,|A|,|e[}

Here, &,=—n+0A/2. g=gZ*(\) and A=AZ*(\) are the
renormalized coupling constant and gap, respectively. As we
see the energy E. plays the role of a reference energy scale.
The important feature of Green’s function Eq. (79) is its
acquired width

k)

{ coshziT
I'y(e) = 8_(8 -&,) - —. (80)
T —£ £
sinh Ucoshz—;

According to the hierarchy of energy scales considered in the
paper, E.>T and, therefore, the logarithmic corrections
~gIn E./T are not small and require special care. To get
read of large logarithms we change the reference scale of the
field theory Eq. (66) from E, to T. With the help of result
(79) we may rewrite the theory in terms of renormalized
fields and running coupling constants: ¢,— VZ(\),, g— g,

and A — A. The action then becomes

035332-8



CHARGE RELAXATION RESISTANCE IN THE COULOMB...

w+e
M(w) =
€
w+te
g,
To(e,e tw,w) = exact vertex
w o
€
€, 0 exact Green’s

GU(E) =

function

FIG. 6. Dyson equation for polarization operator H.Y,Pf(iwn).

Sl A, g]=S[¢/ ./, A, 8] + 85, (81)

where OS5 stands for the action of counter terms. It is re-
sponsible for a consistent regularization of higher-order (in
g) corrections to the physical observables. Action Eq. (81) is
very suitable for our purpose. All large logarithms are ab-
sorbed into coupling constants and fermionic fields. This al-
lows us to drop counter terms in what follows. To bind the
observables defined at the reference scale E,. with the renor-
malized ones we shall need to establish scaling of the

pseudofermion density ppsz(,(J/(,z,b(,) and z component of

the total spin density sp=(1 12)Z o, b,). As follows from
Ref. 39, the pseudofermion density p has no scaling dimen-

sion of its own,
por= 2 (LWL, (82)

where now the average is taken with respect to action [Eq.
(81)]. The total spin density s, has the same structure as the
term proportional to A in action [Eq. (66)]. Therefore, it must
have the same scaling dimension

Spr= %ZZO\)Z CTATAR (83)

where again the average is taken with respect to the action
[Eq. (81)]. For completeness we present the rigorous proof of
Eq. (83) via Callan-Symanzik (CS) equation in Appendix D.

D. Dyson equation for the spin-spin correlation function
I ().

The graphical representation of Dyson equation for the
spin-spin correlation function

T
I yliw,) = Zz I (igp,igp +iw,,iv,)

&, 0

XGU’(iSk)GU'(iSk + lwn) (84)

is illustrated in Fig. 6. Here, I (ig;,ig +iw,,iw,) denotes
the exact vertex function. Performing the analytic continua-
tion in the spirit of Ref. 44, we find (see Appendix D for
details)
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de
I (w)=-2 f E{FéRR(s,s + 0,0)Ga(8)GX(e + 0)

e+ w €
- tanh—} + FS.RR(S,S + 0, )

X | tanh
2T 2T

XGﬁ(s)Gﬁ(s + w)tanh% - F:A;AR(S,&‘ + w,w)

+
X GA(e)GAe + w)tanhSZTw}. (85)

The most important task is to single out singular at w—0
and g— 0 terms in Eq. (85). We shall treat them separately to
avoid divergencies. Firstly, we recall that we are interested in
the quasistatic limit. Therefore, we shall proceed under as-
sumptions w<max{A,T} but o~ g max{A,T}. It is intu-
itively clear that a singular contribution always comes from
the first term in the rhs of Eq. (85) which involves the prod-
uct GﬁGﬁ. Indeed, we observe that the pole structure of
Gf}G’; always leads to a singular denominator of the type
(w+2igl’,) as a result of integration. This happens due to the
proximity of poles in Gg and Gﬁ. In contrast, the other terms
with GRG® and GAG? are regular at g=w=0 and therefore,
free of divergencies. We may compute their contribution set-
ting g=0 and safely expanding the result in w. The integrand
in Eq. (85) also has a series of Matsubara-type poles due to
the presence of hyperbolic functions. These poles lead to
logarithmically divergent sums. The latter are controlled by
the renormalization scheme. In our case all leading loga-
rithms are absent. They have already been absorbed into

renormalized constants g and A by the proper choice of ref-
erence energy scale. Thus we can drop all divergent sums
over Matsubara frequencies.

Perfoming integration over ¢ in Eq. (85) and expanding in
w, where it is allowed, we are able to write down a much
simpler expression for Hﬁpf(w),

ARR/¢ ¢
Hipf(w) = E B — 1- ol’; ({més +_(U, )
o+ 2igT (&)

7 16 cosh2Q
2T

(86)

Now we need to compute the vertex function FﬁRR(s,s
+w,w). The vertex function I' (ig;,ig; +iw,,iw,) satisfies
Dyson equation

ol
I (iepigp+iw,ion,) =1+ 5—2 |w,|G_gig, + iw,,)
T

@y

XG_,(igp+iw, +iw,)
XI_gligy + iwy, i, + iw, + iw,,ion,)
(87)

which is shown in Fig. 7.

The details of analytical continuation are described in Ap-
pendix D where we prove that the Dyson equation for the
vertex F’;RR(S,8+ ,w) becomes
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-

FIG. 7. Dyson equation for the vertex I',.

87) 20

X Géa(x) Gi,(x + w)(x-¢g)

xX—¢g X+ w X
X |2 coth—— —tanh——— —tanh— |.
2T 2T 2T

(88)

To solve it we have to make some self-consistent guess. The
apparent difficulty is that apart from singular factor GﬁG’;
the integrand in the rhs of Eq. (88) may have unknown poles
coming from the vertex function ngR. We conjecture that
these poles result in the contribution of order of unity and are
small comparing to singular contribution from the product
G’;G/;. Hence we may perform an integral in the rhs of Eq.
(88) and arrive at the following result:

— __a- _ 8
FgRR(s,e +w,0)=1- ig_—
8 - e
sinh=%
& e+ w
cosh— cosh
2T 2T
— + p—
- —(T+
coshg— coshg @
2T 2T

ARR (¢ ¢
% F—g’ (é—o’a §—0+ w, (1)) (89)

—iw+28T_(E,)

We see that the solution does have an additional series of
poles in the & plane. However these are Matsubara-type
poles and are irrelevant as was argued above. Setting the

external energy e=£, we obtain the self-consistent equation
on FI;RR(EU’ &,+w,®). The solution reads

FARR(E E +o (D) - l[w + ZiE(F—U_ Fo’)][w + 2lgra']
7oRrRe ® w+2igl'_,+T,)

(90)

Here, I',=I",(£,) is the width of the Green’s function defined
in Eq. (80).

Collecting Egs. (86) and (89) we write down the result for
the spin-spin correlation function
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— - — T-1

A gA A

—_{—iw+g—coth—} . (91
A 2 2T

T sinh—

2T

R y_ 8
Mgl @) = 4

Finally, taking into account Egs. (67) and (68), we obtain the
following result for the spin-spin correlator:

- _ i

A A A
_{—iw+g—coth—] . (92)
A

gzt
I¥(w) = 5=
’ 21 2T

41

T sinh—
T

Here we restored factor Z* which provides a correct scaling
dimension of spin fields according to Eq. (83).

E. Admittance and energy-dissipation rate

With the help of Eq. (63) we obtain the admittance of the
SEB for frequencies w<max{A,T}

c,gzt A —iw
g(w)=i4— — — —. (93)
Cam A gA A
T sinh— —iw+ —coth—
T 21T 2T

The average charge Q and the physical observables g’(T)
and ¢'(T) can be found from the pseudofermion theory Eq.
(66) if one substitutes the transverse spin-spin correlation
function

K(r) = = { alm)(S"(7)S (7)) 94)

for K(7,) in Eq. (50).243¢ In the leading logarithmic approxi-
mation, the average charge and the physical observable g’
are given by®

(T)=k l Z—zt hé (95)
Q) =k+7 =7 tanhr,
o & A
g (T)=5 (96)
T sinh—
T

The temperature dependence of the other physical observable

q' is as follows:3°

"(T)=k LN h5 (97)
=k+ - — —tanh—.
1 2 2y

To get the energy-dissipation rate we expand expression
(93) in . Using the identity dA=-Z7?dU,/C and Eqgs.
(95)-(97), we obtain the energy-dissipation rate and the ad-
mittance of the SET in the quasistatic regime

1
W, = szcg(T)Rq(T)ww % R,D) (98)

(1)
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90 C
G(w)=- ot Egcg(T)Rq(T)w% (99)

Here, the renormalized gate capacitance and the effective
capacitance becomes

aq’' 7> E.
C(n="=c—=—, (100)
(9U0 2 A
T cosh>—
2T
d zZ¢ E
_chg_—c_ (101)
0U0 2 A
T cosh>—
2T

Several remarks are in order here. The results (98) and
(99) are valid in the strong-coupling regime, g<<1 and near
the degeneracy point |A|<E,. The accuracy we are working
with (the leading logarithmic approximation) allows us to
make the following key observation. The expressions for
energy-dissipation rate Eq. (98) and admittance Eq. (99) cast
in terms of the quantities 9Q/dU,, g'(T), and C,(T) coincide
with the ones obtained in the weak-coupling regime. It
makes us suggest that the results (98) and (99) are valid for
all temperature range E.>T> § and all values of g.

We mention that formula (98) for R,(7) is a truly nonper-
turbative in g result. Despite obvious complications we over-
came to obtain it, the expression for g’(T) (stripped of all
logarithmic scaling) is the same as obtained in a much sim-
pler approach of sequential tunneling. This approach known
as the “orthodox theory” of a Coulomb blockade will help us
to shed light on the physical meaning of results (98) and
(99). Further calculations are formulated in the language of
rate equations®’ which lie in the basis of the orthodox theory.

F. Rate-equations approach

The rate approach is less general since it is essentially a
Fermi golden rule approximation. It overlooks virtual pro-
cesses and is unable to reproduce logarithmic scaling of
physical observables. On the other hand rate equations are
much easier to solve than corresponding Dyson equations
used above in a field-theoretical treatment. We are going to
demonstrate that rate equations allow us to find the admit-
tance for frequencies which are not restricted by the condi-

tion w<max{A,T} imposed by the field approach. Eventu-
ally we will conceive a prescription on how the admittance
formula (93) can be generalized for arbitrary (but still not
very large w<E,) frequencies.

As above, only two charging states of the island are
counted. We denote them as follows: state 0 corresponds to
the average charge Q=k and state 1 corresponds to Q=k+1.
Probabilities for each state are denoted as p, and p; which
satisfy po+p,=1. Master equation has the standard form’’

Po=—Tpo+To1py. (102)

Here, I'y; and Iy, are tunneling rates from and to the metallic
island, respectively. We should keep in mind that tunneling
rates I'y;,1¢ are proportional to dimensionless conductance of
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the tunneling junction g which is the expansion parameter of
our problem. The average current through the contact is /=
—po- Since we are interested in the linear response of the
current to the time-dependent gate voltage U(r)=U,
+U, cos wt, we expand the tunneling rates to the first order
in amplitude U,

CSU‘” —iw iw
F01/10(f):r81/10+ 2C [Yo110(@)e™ + Yo110(= w)e™'].

(103)

Then it is easy to find the following relation for the admit-
tance:

C, Y10(@) T = yor (@)

Gw)=—iw - . (104)
C (g + ) (= iw+ T, +TT)
The equilibrium tunneling rates are well known?’
gA A
ry :—( th— + 1). 105
0110= 4 co T (105)

We mention that up to the logarithmic corrections '),
=2gI".. A straightforward calculation of the tunneling rates
yields (see Appendix E)

Yourolw) = F i[l * WL;FR(W)], (106)

where function Fg(w) was introduced in Eq. (71). Plugging

Egs. (105) and (106) into Eq. (104) we arrive at the general
expression for admittance

A1
c —iw coth— — —FR(w)
8
Gw)=—*

. (107)

A .8
4qr coth— —iw+ ~—coth—
2 2T

2
In order to relate this result to field-theoretical result (93), we

expand the function F*(w) to the first order in w,

A
FRw)=imw - cothﬁ +O(w?). (108)

27T sinh®>—
2T

Plugging this into Eq. (104) we get the familiar expression

C, g pBA —iw
-z 109
G = A g (109)
—iw+ —coth—
21 2T

which is valid for w<max{A,T} and nearly repeats result
(93) for the admittance. The only difference is in the scaling
factor Z which is absent in the rate-equations approach. Now
we may easily guess a prescription on how to generalize Eq.
(93) for arbitrary w. A correctly defined observable admit-
tance ought to scale as Z*. It should also be expressed in

terms of the renormalized parameters g and A only. This
leads us to the following result:
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A 1=
—iw coth— + —FR(w)
2T

gzt

(110)

A . ZA
49t coth— —iw+ ~—coth—
2T 2 2T

C
Glw)="2

which as we believe describes the admittance for w<<E, in
the strong-coupling regime g < 1. Here, the function F*(w) is
given by Fr(w) in which A is substituted for A. Finally, we
mention that at finite frequency w the parameter N which

determines the scaling parameter Z in Eq. (79) should be
modified as follows:

E,
A=ln————. (111)
max{T,|A|,|w|}

k]

V. DISCUSSIONS AND CONCLUSIONS

As we demonstrated in the previous sections the energy-
dissipation rate W, is given by Eq. (2) with R, (T)
=h/e*g'(T) and C,(T)=dq'(T)/ U, in both weak- and
strong-coupling regimes. We emphasize that the physical ob-
servables g’ and ¢’ are defined in terms of the correlation
function of the phase field ¢(7) of the AES model [see Eq.
(50)]. Therefore, they can be found, in general, not only in
weak- and strong-coupling regimes but for arbitrary values
of g and ¢g. Hence, it is natural to assume that Eq. (2) as well
as Eq. (59) hold, in general, for a SEB under conditions of
applicability of the AES model which are Ep,=E.>T
> dmax{l,g} and g/ N, <<1. Although, at present we are not
able to prove this conjecture we believe strongly it is true.

Originally,”* the physical quantity ¢'(7) has been intro-
duced for a SET and its physical meaning was interpreted in
terms of the average charge on the island and the antisym-
metrized current-current correlation function [see Eq. (54)].
If we introduce nonsymmetrized current noise in the SET
(Refs. 46 and 47)

Si(®, Vo) = f die”(I()1(0)), (112)
then we can present Eq. (54) as
, (g1+8,)° © dw dS|(w,Vyo)
¢ =0+——p.v. E—
27Tglgr —w W avdc V=0
(113)

Therefore, to measure ¢'(7T) two separate experiments are
needed: the measurement of the average charge on the island
at V4.=0 and the measurement of the nonsymmetrized cur-
rent noise S;(w, Vy.). Although experimental designs probing
the nonsymmetrized current noise have already been
proposed*® and measurements have recently been taken from
a number of electronic quantum devices,* it is still a chal-
lenge. Our present results indicate that the quantity ¢’ can be
related to the renormalized gate capacitance C,(T). Namely,
C,(T)=dq' | dU,, provided that result (2) holds in general
(not in a weak- and strong-coupling regimes only). The latter
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AJT
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FIG. 8. The dissipative part of admittance of the SEB at fixed w
as a function of A. Three plots using three different formulae are
presented. G, is given by Eq. (107), G is given by Eq. (109), and
Gy is given by Eq. (110). We use ¢g=0.5, E.=10T, and w=0.8T.

capacitance can be extracted from measurements of the
energy-dissipation rate and the SET conductance.

Recently, the energy-dissipation rate of SEB has been ad-
dressed experimentally via radio-frequency reflectometry
measurements (by sending a continuous radio-frequency sig-
nal to the device)."> The temperature and external charge
dependences of the quantity [w>A(T)]™" were studied. The
latter quantity was referred to as the “Sisyphus” resistance by
the authors of Ref. 12. In the experiment the tunneling con-
ductance was estimated to be equal g = 0.5 such that the SEB
was in the strong-coupling regime. In Ref. 12 the Sisyphus
resistance was estimated theoretically within the rate-
equation approach [see Eq. (4) in Ref. 12]. Their result cor-
responds to our result (109) for the admittance. However, our
final result for the admittance (110) is more general then Eq.
(4) of Ref. 12. The latter does not take into account not only
the logarithmic renormalizations of the SEB parameters but
also deviation of the function F®(w) from the linear one.
Although the values of the SEB parameters reported in Ref.
12 are such that the difference of the scaling factor Z from
unity is several percent, logarithmic renormalizations in the
expression for the admittance yield noticable effect. This is
shown in Fig. 8. In addition, the function F*(w) can be writ-
ten as the linear one only for frequencies w<<max{A,T}
which is not the case for the low-temperature data of Ref. 12.
Therefore, the experimental data of Ref. 12 needs to be re-
analyzed with the help of Eq. (110).

The authors of Ref. 12 claim that their results for the
Sysiphus resistance indicate the violation of the Kirchhoff’s
laws. They argue that the admittance they measure does not
correspond to the equivalent circuit of SEB with bare values
of the gate capacitance C, and the tunneling conductance g.
However, by the same logic one could claim the violation of
the Kirchhoff’s laws in measurements of the SET conduc-
tance G(T) because it is different from g,g,/(g,+g,). Our re-
sults imply that the energy-dissipation rate (inverse of the
Sysiphus resistance) in the SET can be obtained from the
Kirchhoff’s laws if one substitute C, and g for C,(7) and
g'(T) in the equivalent circuit.

As one can see from Fig. 8, the energy-dissipation rate is
maximal for A=0 which corresponds to the half-integer val-
ues of the external charge g. It occurs because the larger the
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§E=39/a
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FIG. 9. Schematic for comparison of quantum and classical
mechanisms of the energy dissipation. The quantum dissipation
dominates in the filled region.

value of A, the larger the ratio I'y,/T"}, becomes. We remind
that I}, is the transition rate from (to) the state with Q
=k+1 to (from) the state with Q=k. The increase in A makes
the system less probable to be excited in the state with QO
=k+1 by the time-dependent gate voltage and therefore, re-
duces energy dissipation. Of course, this physical explana-
tion is strongly based on the model of only two charging
states involved. It is valid at g << 1. However, at g'(T) > 1 the
energy-dissipation rate has the maximum at half-integer val-
ues of the external charge g as well [see Eq. (49)]. This result
cannot be explained by arguments based on the “orthodox”
theory since there are no well-defined charging states in the
weak-coupling regime.

The dissipation caused by the electron tunneling is not the
only one that occurs in the setup. Intrinsic electron transi-
tions inside the metallic island cause an additional internal
energy loss. This mechanism is, in fact, the origin of metallic
conductivity. This sort of dissipation ought to be mainly a
classical effect. It corresponds to the radiation of energy by a
metallic particle placed in the quasistationary electric field.
The classical dissipation can be conveniently characterized
by two limiting regimes: the low-frequency ohmic loss and
high-frequency nonohmic radiation (skin effect),

f E
we ~ —2R2w2|Uw 2 w<wp, wO:—Cz,
g€ gt
X h o \?
Ww~—2R2w2<—) U5 o> o, (114)
€ wo

Here, a=e?/#ic is a fine-structure constant, g,e*/# is an in-
ternal (Thouless) conductance of the island, R is characteris-
tic size, and wy is the separating frequency. To elucidate the
parametric conditions under which quantum dissipation W,
due to presence of the tunneling junction dominates over the
classical one we make necessary estimates. Quantum dissi-
pation can also be split into ohmic and nonohmic limiting
regimes. The corresponding separating frequency is denoted
as ). We are concerned with simple estimates only and drop
weak log corrections in all formulae for the quantum case.
The results are most transparently explained via phase dia-
gram which is presented in Fig. 9 supplemented by Tables I
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TABLE I. Description of functions for Fig. 9.

(O =Q (O >()
Q, W QO
92 Q (O
& 1/ s
Q Q
& L@r L

and IL

In the fully coherent case, the admittance of SEB was
studied in Ref. 7 by means of the S-matrix formalism. It was
shown that the SEB admittance can be presented in accor-
dance with its classical appearance Eq. (22) but the definition
of physical quantities comprising it becomes different. In
Ref. 7, it was derived that the gate capacitance C, and the
tunneling resistance R should be substituted by the mesos-
copic capacitance C,, and the charge relaxation resistance R,
respectively. However, according to our results, although be-
ing applicable in the fully incoherent case, the SEB admit-
tance in the quasistationary regime involves two capaci-
tances: the effective capacitance dQ/dU, which controls the
imaginary part of G(w) and the renormalized capacitance
C,(T) which together with R (T) determines the temperature
behavior of Re G(w). It is the effective capacitance that cor-
responds to the mesoscopic capacitance C,,. The appearance
of the effective capacitance dQ/dU in the imaginary part of
the admittance is dictated by conservation of charge via the
Ward identity Eq. (20). We expect that the SEB admittance
should involve two physically different capacitances, in gen-
eral. Recently, the SEB admittance was studied with the help
of the S-matrix formalism in the incoherent case also.'” In
particular, it was predicted that in the fully incoherent regime
and at low temperatures the charge relaxation resistance R,
=h/(ge®). It is at odds with our result that Rq=h/[ezg’(T)]
since at low temperatures g'(7) can be very different from g
[see Egs. (52) and (96)]. The reason behind this discrepancy
is as follows. Coulomb interaction in Ref. 10 was accounted
for on the level of classical equations of motion only, which
was the conservation of charge. In the mean-time quantum
fluctuations of charge are significant throughout all our
analysis and there is no obvious justification to take them
negligible.

To summarize, we have studied the energy dissipation in a
single-electron box due to a slowly oscillating gate voltage.
We focused on the regime of not very low temperatures
when electron coherence can be neglected but quantum fluc-
tuations of charge are strong due to Coulomb interaction. We
considered cases of weak and strong coupling. In both cases
we found that the energy-dissipation rate is given by the

TABLE II. Description of parameters for Fig. 9.

Q g
g>1 gE /h g
g<1,A<T gT/h g(%)z
g<I1,A>T gA/h gAE—ZeNT

b
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same expression involving two physical observables g'(7T)
and C,(7). Our result for the energy-dissipation rate can be
obtained from the SEB equivalent circuit if one substitutes
g'(T) and C,(T) for g and C,, respectively. We strongly be-
lieve that the universal expression we found for the energy-
dissipation rate is valid for an arbitrary value of the tunneling
conductance.
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APPENDIX A: ENERGY DERIVATIVE

Here we relate dissipation in the system to various field
correlators in weak- and strong-coupling regime.

1. Weak coupling, g>1

We want to express correlator Eq. (16) through AES ef-
fective phase ¢(7). We want to be rigorous and introduce
Keldysh contour (see Fig. 10).

We split all the fields into upper and lower components
(*) in correspondence to the halves of the Keldysh contour.
The action of the system is split as well S=S,-S_ and the
partition function of the system reads Z=[Dg.el¥=l=1,
The average electron density is found as

1 C oS
2 (didyy =S 2 oy + dfy d) = —< > +C,U..
" R e 2C, \ U, &

(A1)

Here, we introduced classical and quantum components for
bosonic fields

1
U =_(Ug+_ Ug—)a

1
Upe= 3 WU+ Uy, Upy=7

(A2)

and U,(1)=Uy+U, cos wt. To get rid of quartic Coulomb
terms we introduce Hubbard-Stratonovich boson fields,
V.. V_ on each part of the contour and make fermion gauge
transformation

gy — dge™ 0V (A3)

The transformed terms S, S,,S, take the form

Soo = 2 f aZg(i(?, - 8,(:1))(1;{0111‘
k —oo

+ f d’ (id,— £D)d

C o] 2 o0
SC‘T:E Vodt+C, | VU, ,(1)dt,
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Siw==2 | Atwe’ "} doy+Held.  (A4)
ak J —x

We see that the source term U, , enter S, only, hence we
regroup it in a more suitable form

[

VVdt+\2C, [ (VU +V,U, )dt.

S.=S.,—8,_ =C f

(A5)

Here, V. = 1/\5(V+i V_). Next we find the physical elec-
tron density from Eq. (Al)

C
i —
> (did,y = \E(VC) +CoU, s

oH C
S P N
(9Ug \1'2

We then expand ¢ to linear order in physical field U,. The
result reads

aH> czf“’

— ) =_= e(t—1")U,(¢")dt'
2 R ’

<(9Ug ) ¢

where HR(t—t’)=iC2(VC(t)Vq(t’)). Coupled with Eq. (13) it
gives Eq. (28).

Using Eq. (A6) we also write down the formula for the
effective capacitance dQ/dU, of the SEB,

9Q TTx(0)
—==C,+ .
U, C

(A6)

(A7)

(A8)

2. Strong coupling, g<<1

We proceed in complete analogy with the previous case.
Using Hamiltonian (60) we obtain

JH C
<(9_Ug> == (&0

Keldysh technique gives

(A9)

(S4(1)) = % f ’ (SE(DSE (WUt )dr' . (A10)

Introducing spin-correlation function
I18(r) = i(SZ(1)S5(0))

we recover dissipation expression (63) with spin correlator
[1%(w) playing the role of polarization operator.

(A11)

APPENDIX B: ADMITTANCE

The admittance is defined as

Xi@) [~ iafi-r) 4@
U L G(w)e e (B1)

We introduce the tunneling current operator using Hamil-
tonian (3)—(6)

035332-14



CHARGE RELAXATION RESISTANCE IN THE COULOMB...

I= i[H,E dgda] =i, faid,+H.c. (B2)
@ k,a

To find the average current we insert the necessary source
term into the action

dZ[I]
dk(t)
While taking a functional integral along Keldysh contour we

keep a quantum component of «(z) field only. We make the
usual rotation in the fermion basis

(B3)

=t f " Hodr, (10) = :

2 —o0 k=0

1

e = VTE(% * ),

_ 1 — _

b =—7=(h = ). (B4)
V2

Here =(ay,d,)T. After the rotation and gauge transforma-
tion Eq. (A3) the source and tunneling terms take the form

St+ Ss = j dt(Zy|:Ty5((P) + g']yﬁ((lp):| '#59

; _(AC Aq> P _(Jq Jc)
I\, AT TN 0, )

Here, indices ¢ and ¢ denote classical and quantum compo-
nent of a corresponding physical value, ie., J.,
=1/2(J,*J_) and A,,J, are matrices in a island-lead space

0 tkae_i‘p”
AU = tT Py 0 ’
ak®

0 itkae_i‘p”
To= —if %o 0
ak’

It’s possible to get rid of highly nonlinear source term Eq.
(B3) by a suitable change in field variables. Indeed, one can
easily check that up to linear order in «

(B5)

(B6)

K K K
T11(<P+’<P—)+5111(<P+’90—)=T11 Pt -5 )
(B7)

The same property holds for all the elements of matrices
T,s,J 5 By making a change

K K
e N S o8 (B8)

we put the whole x dependence into gaussian part of the
action. Then

C .
S5=—f K(t)<—5¢c+ CgUC)dt. (B9)
vV

The average current Eq. (B3) reads
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(= %<¢C> +C,U.,. (B10)
V2

Using Eq. (A5) and to linear order in U.(r) we find the cur-
rent to be

{y=C,0, + \%<¢C> vice, f U @0 é,()).

(B11)
The admittance becomes
g(w)=—ing{1+HR?(w)] (B12)
Hence,
Im T () = CERG Glw) (B13)

8

In the case of spin variables (strong coupling) we can easily
get the analogue of formula (B12) for the admittance using
the same steps. This way we establish the relation between
admittance and spin-polarization operator 11, quoted in the
main body

G(w)=- iw%l_[f(w), (B14)

where Hf(w) is given by Eq. (A11).
APPENDIX C: INSTANTON CONTRIBUTIONS

1. Massive fluctuations

We expand the fluctuating field S¢(7) in the basis of
eigenfunctions d¢(7)=%,,C,,¢,(7), where the basis reads
(u=e*™T7) (Ref. 25)

u-—z

1 —uz
1 1-uz
e_n(12) == , m=2;
Wt u—z

— 1
e1(7,2) = V1 =[P —,
u—-=z

u
e (1,2)=V1-|z*——. (C1)
1—uz

Here, ¢.(7,z) are field zero modes. Then the correlator
reads

(T,06(N6¢(7")) =T, f Dz (1,2)¢(7',2)

D, 4
X <C—mcm>,D_Oe_g/2+2qu’
21 1

<C—mcm> = = s
W1 g(m_ I)T

m>0,
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d*z T
Dz= 3 lz| =1-—.

1_|Z Ec

Here, D,/D, is the ratio of fluctuation determinants. Some
care should be taken when regularizing them. We used the
scheme proposed in Ref. 18

D ’E
| — & (C2)
D, 27T
After simple algebra we obtain
T LN
E. 1 2 2 In(1 -
2 Sin = In(1 =) - 2=y
(1 -) s 1-s 1-s
—_— — | —)

1 I 1 v

— 627TI'T(T—T').
Expanding this expression into Taylor series over s we get

- E
1= E ns In—=,
n=1 T

nll ”k—1k n11

m=2>s",
n=1

=—2> ">, —=-2> H,s".

| =

Here, H, is harmonic number. The contribution of Gaussian
fluctuations into the correlator becomes

oE Teg/z-”quwqb(r) 86(7 N

E. 2H,

R

n=1 S

(C3)

Now we make analytical continuation of Fourier components
into the region n<< 1. We are interested in linear in n term,

H,= % +0(n?).

Extracting linear part and summing instanton and anti-
instanton terms we obtain
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|, E,
In— |cos 2mq
47T T

+O(w?), (C4)

<Z'5(P(T) 5¢(T,)>n == SgEce_g/2< I-

which does cancel partition function renormalization Eq.
41).

2. Zero modes

The corresponding single instanton configuration reads

u

ch:ZTrTW( ) W==+1. (C5)

u—z 1-Zzu
The correlator is given by

d’z
1= [ef?

|Z2|ns—n} . (C6)

(T,¢(D)¢(7 )= e &2V (27 T)> — f
X 222" +

The corresponding Fourier component is as follows:
D ZZ |n|
(T,¢(D§(7)), = 87T cos 2mg— Lz
DoJ 1-1
(C7)
Expanding it in n<<1 to linear order we reproduce Eq. (44).

APPENDIX D: COMPUTATION OF POLARIZATION
OPEARTOR

1. Lowest order

First we notice that I(~w,) =1I(w,). Thus we will drop any
odd function of w, while calculating I(w,). The analytical
expression for diagram I (see Fig. 5) reads

g1’ |0,
w,)=2—> ——
(@) 41 % li(ep+iw,) — &,
1 1
X .
i(gk +w, + Qm) - é—o’isk_ gzr

Performing the sum over fermion frequencies we get

I(wn)_ EI m|{nf(§,,[ 1 1 }

(iw,)? A0'+l(wn+Qm) Ac+Q,,

e !
Ao +i(w, +Q,,) (Ao +iQ,)?

where n/x)=1/ (e#+1) is Fermi distribution function.
Simple algebra shows that I(w,)+II(w,)=-1I(w,). Thus,
taking the limit 7— —% we obtain

20T A
(0,) +Tl(w,) + M(w,) = - “5= A7 sinh > |0,
™ m

1
X
{ (A+iQ, +iw,)(A+iQ,)?

+(,L)”*>—wn}.
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—o0 — t

< +o0

FIG. 10. Keldysh contour.

Now it is clear that the sum over (),, can be taken in terms of

digamma functions. The answer is given by Eq. (70).

2. Callan-Symanzik equation for (s,)

The anomalous dimension 7y of operator s;f is introduced
as

Z7si{(A,8) = s5y(A,g,A), (D1)

where Z is given by Eq. (79) and A is a cutoff, A~E,.. To
extract y we write down the corresponding CS equation for
the Green’s function: pr(A,g,A)=%EUO'<1ZU¢U). The tree-
level F; reads
F(A)=—eP7 sinhA. (D2)
P 2T
Following general renormalization group philosophy and

with the help of Eq. (D1) we write the corresponding CS
equation for function F(A,g,A) in the form

( OBl ip —dan)F( AA)=0
g A P oA T Yam A ) e T
(D3)
where the corresponding S functions are given by
2
8 gA
=—, =—. D4
ﬁg 27T2 ﬁA 277_2 ( )

The term with 8, always contains extra g and can be dropped
in the leading order. Using action [Eq. (66)] we work out the
last term

dan_ 8
din A 47

(D5)
To find 7y we need to get F in the next to Eq. (D2) order

oA A
pr(A,g,A) =—eP7 SthT(l - ﬁln—>

+efr-E

A A
cosh—ln— (D6)
e

47T

Here, € is a characteristic scale of interaction. Plugging Eqs.
(D5) and (D6) into Eq. (D3) we find

y=2. (D7)
3. Exact expression for polarization operator

In order to work out the polarization-operator diagram in
Fig. 6 we follow the scheme proposed by Eliashberg.** First
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Q

FIG. 11. Contour for polarization operator IT(w).

we establish the analytical properties of vertex function
I'(z,z+iw,,iw,) as a function of complex variable z. The
operator expression for the vertex function reads

F(T(Tl - T, 7= T) = <,]—;'lZO'(T) lﬂo(T) IZU(TI)¢U(TZ)>~ (DS)

Its Lehman representation is as follows:

eBwlm
I' (z,z+iw,iv) = 742

nklm

e‘ﬂ‘”k + e_Bw[ e‘ﬁwl + e‘ﬁwn
X —
Z+ Wy

ePom | e
+ .
W, — o
e Py g=Pon
ztio—awy, ||
W;:lmk = <l|l//0|n><m| ¢0'|k>

Complex calculus teaches us that the sum Eq. (D9) defines a
function with two horizontal cuts: Im(z+iw)=0 and Im(z)
=0. For simplicity let us restrict our attention to a retarded
vertex function w,>0. Next we define three vertex functions
in accordance with the structure of cuts

RO
lnmk lkmn .
Wy — IO

Z+iw— oy

-Bowy, + e_ﬁwm

Z + wnm

(D9)

IRRR(z 7 +iw,iw) if Imz>0,

MARR(z 2+ iwiw) if —iw,<Imz<0,

IRz 24 iwiw) if Imz<-iw,  (D10)

The general expression for I (iw,) then becomes

T
,(iw,) = ZE T (igyie,+ iw,,iw,)Glie, + iw,)

€k

XGyligy) = ﬂg 16mtanh r,

X(g,e +iw,,i0,)G, (e +iw,)G, (). (DI11)

The contour C is shown in Fig. 11. As usual the integral over
large circle vanishes and we are left with integrals over dif-
ferent branches

035332-17



RODIONOYV, BURMISTROV, AND IOSELEVICH

|
Im(z + i) = ()/\

,,,,,,, - —————

FIG. 12. Contour for the vertex function ['"*RR,
1 (" de €
I, (iw =—f —tanh—{T"*R (g, + iw,iw
o) =7 | T o )

XGg(s + iwn)Gﬁ(s) - F(ATRR(S,S +iw,,iw,)

XGR(e +iw,)GA(e) + T2 (e —iw,e.iw,)

XGg(s)Gg(s —iw,) - FlATAR(e —iw,,&,im,)

X GA(8)GA(e — iw,)}. (D12)
Making analytical continuation iw,— w+i0 we get result

(85).

4. Dyson equation for the vertex

Following the same scheme as in the previous section we
derive the expression for the vertex function. The contour C
depends on the type of the vertex we need to get from Eq.
(87). The contour for the vertex I'*RR is depicted in Fig. 12.

The result reads
(g6 + 0,0) = 1 -1+ 11111, (D13)

where

“ dx
1= f rGfg(x) Gl_e(,(x + w)F’_A‘{lfR(x,x + w,)
4

) x—g x

X {21 Im agx(x — )coth Y tanhﬁaR(x -g)
X+w

+ tanh T a,(x— s)} ,

“d
1= f —x'aR(x - s)Gfg(x)GfU(x + )
o 4

X
XFIEER(x,x + w,w)tanh—,
2T

“d
1 = f —x_aA(x - &)GA (0)GA (x + )
o 4

-0

+
XTAMR (6, x + o, w)tanhx @ (D14)
7 2T

Here, function «a(z) is an interaction propagator whose Mat-
subara counterpart is shown in Fig. 4. As usual it has a cut
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Im z=0 which allows to define two functions

iw iw
(@) =G, ap(0) == g

D15
4ar 4ar ( )

The integrands entering terms II and III are explicitly ana-
lytical in the upper and lower halves of the complex plane,
respectively. Consequently we may turn the corresponding
integrals in to sums over Matsubara frequencies ig,. Next
one can easily prove the following identities:

Lo (ie, iz, + 0,0) = T3 (e, ie, + 0, 0),

I'*R(ig, - w,ie,, 0) = T3 (is, - 0,ie,,0). (D16)

This way we drastically simplify our Dyson equation by re-
writing it entirely in terms of a single vertex F‘;RR. Next,

ig,— ¢

(isn - g—o)(isn +tw-— g—o’) '

gi
= g_z ngR(isn,is,, + w,w)

en

gi
1 = g_z ngR(isn - i€, )
4,
ie,—w—¢

X .
(isn - g—a’)(isn —w- g—a’)

As usual regularization scheme allows us to drop these sums.
The integrand of term I however contains GAGR. As a con-
sequence it is singular at w,g—0 as explained in the main
body. This way we recover Eq. (88).

(D17)

APPENDIX E: RATE PROBABILITIES

To work out rates I'’ and y we follow standard scheme.
We introduce Heisenberg ¢ operators according to

Yalt) = 2 doe™®, i (0) = 2 e (E1)
a k

Then the matrix elements in the basis of filling numbers
become

(Ol 1y = 2 (0| 1)eEar ), (E2)

In an ordinary fashion we change the Hamiltonian by gauge
transformation of fermion fields (path-integral approach is
implied),

Y1) — 1)’ C/ IO (E3)

where U(r)=U, cos wt. Now the whole U(r) dependence is
transferred into the tunneling part of the Hamiltonian

H,= ) tqaid @ ¢/V04 L H ¢, (E4)
k,a

Let us compute rate I',,(¢). The initial and final states read

liy=

k,N),
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fy = d\alk,N). (ES)

Here, k(N) is the number of electrons in the island (lead). As
usual, S-matrix formalism gives the necessary amplitude in
the form

Aot == idf] f t H,(1)dt]iy = - i(ilajd, f [ H,(1)d1]i).

(E6)
Now we substitute [U(t)dt=(U,/w)sin wt and tunneling
Hamiltonian assumes the form

ic,U, .
H=2> tkaa,tda<l + Jé—sm wt) +H.c. (E7)
k,a w

The detailed-balance relations for probability rates read

I9,(A) =T9(=A),

Yo1(t,4) == y10(t, = A). (E8)
Plugging Eq. (E7) into Eq. (E6) and integrating one gets the
amplitude of transition 0 — 1
1 cU,
gr—€a—A+i0 2Cw

iwt —iwt

e e

A1) = 14 (1 = nmyeCamsitdlt

X —
sk—sk,—A—w+iO sk—sk/—A+w+iO

(E9)
Squaring it, taking thermal average and integrating we get

the full expression for the probability in the linear-response
regime
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g sds M c,U,
WlO(t) = Bs P 2~
8m) P —1|(s—A)>+\ Cw

1 ( —iwt ol )
X _
s—A+i0\s—-A-w-i0 s—-A+w-1i0
(E10)

+c.c.,

where g is defined in Eq. (12). Now we find the transition
rate as a derivative of a transition probability I';,(¢)
=dW,(1)/dt and the following expression for 7s:

8 [T ds s
2], 2mieP — 1

Yio(w) =—

1 1
X
L—A+i0s—A—w—i0

1 1
- : — | (E11)
s—A-i0s—A+w+i0

The integrand converges very well in the complex plane and
the integral can be easily taken,

(@) g 1 A+ o A
w)=—— -
o 27| w+i0\ PO Z 1 T BS
S 1 1
+T = -
ziwn—A(iwn—A—w iwn—A+w)

(E12)

Expressing the sum in terms of digamma functions we get
Eq. (106). With the help of Egs. (E12) and (E8) one can
establish the following useful identity:

Yio(®) = Yo (@) = i (E13)
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